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Abstract—We develop a mathematical description of the
response of weakly nonlinear systems to second-order memory
mechanisms. Our description is based on a time-varying gain-mod-
ulation function. We show that intermodulation (IM) products
arising from interactions at baseband have phase symmetries dif-
ferent from both interactions at second harmonic frequencies and
gain compression and, thus, may be readily distinguished through
measurement. We also demonstrate a technique for measuring
and aligning the phase of IM products outside the measurement
bandwidth of our instrumentation to identify contributions to
memory with broad frequency response.

Index Terms—Gain modulation, intermodulation (IM)
distortion, large-signal network analyzer, memory effects,
nonlinear vector network analyzer (NVNA), two-tone
measurements.

I. INTRODUCTION

WE DEVELOP a general and intuitive mathematical
description of the third-order intermodulation (IM3)

behavior of amplifier circuits under two-tone excitation. We
represent the response of the nonlinear amplifier circuit in
terms of a time-varying second-order function that modulates
the gain of the amplifier. This gain modulation produces IM3
distortion on both RF and IF time scales. Our description aids
in understanding the sources of this distortion, also called
“memory,” as illustrated through measurements of several
representative amplifier circuits.

The concept of a distinct time-varying function that describes
the behavior of an amplifier with memory has been discussed
in several publications, including [1]–[5]. Several of these
papers derive filter functions that act on the baseband envelope
to represent memory effects for use in two- or three-box
Wiener–Hammerstein-type models. Alternatively, [4] and [5]
represent baseband long-term memory effects in terms of a
time-varying gain modulating function. In [4], a circuit-specific
gain function is extracted from direct measurement, while in
[5], various excitation signals are used to extract the gain
function indirectly. In these papers, the gain function is then
used in behavioral modeling and/or amplifier predistortion.

Here, we generalize the form of the gain function to include
all second-order effects, including those acting at baseband and
at the second harmonic. Our goal is different as well: we use our
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description to mathematically identify and distinguish between
the origins of IM3 distortion created by RF and IF time-scale
memory-inducing mechanisms under two-tone excitation.

Our straightforward device-independent mathematical
description offers a unified explanation for the IM3 phase
distortion behavior reported in [6]–[10]. These references draw
several conclusions: while IM3 arising strictly from time-in-
dependent gain compression results in IM3 products whose
magnitudes and phases have even symmetry (upper and lower
IM3 products having the same magnitudes and phases), base-
band mechanisms result in IM3 products with odd symmetry
(equal magnitudes and opposite-sign phases having the same
absolute value). In addition, IM3 products arising from second
harmonic mechanisms have magnitudes and phases with even
symmetry when the terminating impedances are equal. This
is usually achieved for the narrow-band case. Finally, when
there is no dominant IM3 mechanism, these symmetries can be
destroyed.

We validate our mathematical description by demonstrating
these symmetries through large-signal measurements of various
amplifier circuits. We use a nonlinear vector network analyzer
(NVNA) [11] to obtain calibrated measurements of both magni-
tude and relative phase of the IM3 products, and use a post-pro-
cessing routine [12] for in-band relative phase alignment.

The NVNA can simplify two-tone relative-phase measure-
ments compared to methods presented in [7]–[9], [13], and
[14]. However, its use is often restricted to measurements where
all frequency components fall within a limited IF measure-
ment bandwidth, 8 MHz for currently available instruments.
To enable identification of sources of memory with frequency
response broader than our IF bandwidth, we utilize a new tech-
nique that extends the measurement bandwidth of our NVNA.

II. IM DISTORTION AND MEMORY EFFECTS

When an amplifier is excited by multiple frequencies and
driven into its nonlinear operating range, it generates numerous
mixing products. These additional frequency components are
generated both at baseband and at the harmonics of the excita-
tion, as well as at the excitation frequencies themselves. Mixing
may subsequently occur between the harmonically generated
frequency components and the original excitation signals, cre-
ating “intermodulation (IM) distortion” products [15], [16]. For
example, an amplifier driven by signals at frequencies and

will generate IM3 products at the frequencies 2 and
2 . (The “third-order” designation arises from a common
representation of the transfer function of an amplifier as a simple
power series. The third-degree term in this power series, often
arising from simple gain compression, includes frequency com-
ponents at 2 and 2 .)
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Numerous amplifiers used in wireless communications are
operated in a weakly nonlinear regime due to linearity require-
ments associated with nonconstant-envelope modulation [6]. In
this case, the lowest order mixing products will typically dom-
inate. In the fundamental band of frequencies, the lowest order
mixing products are the third-order products described above.
Thus, in the following, we neglect higher order mixing prod-
ucts, simplifying the treatment considerably.

An amplifier circuit may respond not only to its direct input,
but to signals present at frequencies of the mixing products. For
example, the amplifier may respond to the sum and difference
frequencies of the RF input. The response of the amplifier
to the mixing-product signals can induce gain modulation (or
memory). This type of distortion is often manifested as a
variation in the magnitude and phase of IM3 products with
changes in the frequency spacing of the fundamental tones.
Examples of mechanisms that induce memory are thermal
variations in the device due to time-varying envelope power,
and second-order impedances (RLC circuits) such as those used
in bias circuitry or matching networks [6]–[10], [15]–[18]. As
we will show, when coupled with basic knowledge of the
physics of a circuit, our mathematical description can readily
distinguish IM3 baseband distortion products from those due
to gain compression or second harmonic effects due to their
different phase symmetries.

III. GAIN MODULATION

A. Theoretical Development

We now develop a simplified description for the IM products
at the two IM3 frequencies generated by amplifiers operating in
a weakly nonlinear regime. We will focus mainly on interactions
at the baseband and second harmonic, and treat the gain com-
pression modeled by the amplifier’s third-degree nonlinearity
toward the end of the discussion.

We start with the approach of [15] and consider an amplifier
driven by two tones of equal amplitude and frequencies and

equally spaced in frequency on either side of a suppressed
carrier . The two signals may have arbitrary phases relative
to one another. We express this signal as

(1)

Using the trigonometric identity

(2)

we rewrite (1) as

(3a)

(3b)

Fig. 1. Sum of two tones at ! and ! (solid line) and their corresponding
low-frequency modulating signal ! defined in (4b). The time axis is
normalized to the envelope period.

where

(4a)

(4b)

(4c)

and

(4d)

The first cosine term in (3b) modulates the sine-wave carrier at
the baseband frequency , as illustrated in Fig. 1, while the
second cosine term corresponds to the suppressed carrier at the
frequency between the two sine-wave input signals.

As described in Section II, we assume that the gain of the am-
plifier is modulated by physical phenomena interacting with the
second-order mixing products of the amplifier [4], [5], [8]–[10].
We define this gain modulation function in the time domain as

(5)

where is the linear gain of the amplifier, is the
impulse response of the mechanism that interacts with second-
order input signals , and denotes convolution. Circuit
elements whose impulse responses have significant energy in the
frequency range of the baseband envelope or second harmonic
may modulate the gain of the amplifier through (5) even at
low input-power levels.

Using (5), we can write the output of the nonlinear circuit as

(6)

where is the standard IM3 term due to gain compression.
The gain compression term typically comes into play at higher
input-signal levels. As we will show, since the IM3 products
arising from this term have even symmetry, we often cannot
distinguish between IM3 distortion caused by second-harmonic
mixing and gain compression without additional knowledge of
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the circuit. However, we can almost always distinguish base-
band effects from those of second harmonic effects or gain com-
pression due to the difference in phase symmetries. To clearly
see these symmetries, we chose a time reference that sets

.
Let us first focus on the source of the baseband and second

harmonic effects. Using the trigonometric identities

(7a)

and

(7b)

the gain function in (5) modulates the input signal (3b) as

(8)

We denote

(9)

as the Fourier transform of . We neglect the linear gain and
dc terms and rewrite the last four terms in (8) as four nonlinear
complex gain functions

(10a)

(10b)

(10c)

and

(10d)

Each term in (10) acts on different frequency components of
, and only three of these four terms will generate IM3 prod-

ucts, as we will see below. Note that the form of these functions

is similar to the Volterra representation in [6], [8]–[10], and [16],
but is not device specific. We discuss each in more detail below.

B. Baseband IM Products

We first consider (10a), corresponding to generation of IM3
products due to gain modulation at the baseband envelope fre-
quency 2 . As stated previously, the term in (4c) can be
thought of as baseband-frequency modulation of the sine-wave
carrier at . As shown in Fig. 1, the envelope of a two-tone
modulated signal will correspond to a frequency of 2 , where

is shown by the dashed line in the figure.
Some of the memory-inducing mechanisms mentioned above

(bias impedance, thermal changes in the amplifier, electron trap-
ping, etc.) modulate the gain of the amplifier by responding to
changes in the average power of the signal at the envelope fre-
quency 2 . Intuitively, this makes sense: heating of an ampli-
fier, for example, depends on the average power of the signal it
amplifies. Note that the average power in the modulating signal
is given by [15]

(11)

which is similar in form to (10a) with the addition of a dc offset
.

Using (10a) and (4a)–(4d), we see that IM3 products will be
created by gain modulation of the amplifier at baseband frequen-
cies and given by

(12)

where (2 ) is the Fourier coefficient of . The last
two terms in (12) will contribute to IM3 distortion.

Note that the phase of the baseband gain function (2 )
is added to the phase of the upper IM3 terms in a positive sense
and in a negative sense for the lower IM3 product, as predicted in
[7]–[10]. The phases of the upper and lower fundamental tones
are also of opposite sign. This phase asymmetry occurs because
the gain modulation occurs at the envelope frequency, rather
than at the frequency of the excitation tones.

C. Second Harmonic IM Products

We next consider the creation of IM3 products arising from
terms at the second harmonic described by (10b)–(10d). Using
the same procedure as above, but considering the gain function
given in (10b), we write
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(13)

where (2 ) is the Fourier coefficient of . We readily
note that none of the terms in (13) lie at the IM3 frequencies.

However, the gain functions of (10c) and (10d) will contribute
to IM3 distortion. Considering (10c) first,

(14)

where (2 ) is the Fourier coefficient of . Similarly,
(10d) yields

(15)

where (2 ) is the Fourier coefficient of . The last
terms in (14) and (15) contribute to the IM3 distortion. However,
here the phase of the upper and lower IM3 products created by
(14) and (15) have the same sign. The only IM3 products to
have an opposite sign are due to the baseband long-term memory
effects.

D. IM Products Due to Gain Compression

The contribution to from gain compression can be ap-
proximated as

(16)

The last two terms in (16) contribute to IM3 distortion. The
magnitudes in (16) will always be equal and the phases will be
equal and of the same sign.

Considering (12) and (14)–(16), we clearly see that, as re-
ported in [8]–[10], the IM3 products from baseband mecha-
nisms will have opposite-sign phases through . We
also see that when 2 and 2 are close in frequency, the IM3
products from second harmonic mechanisms will have same-
sign phases since . Furthermore, the IM3
products from standard gain compression will also have the
same-sign (and always equal) phases. This allows us to easily
distinguish baseband mechanisms from mixing at the second
harmonic and gain compression.

When baseband effects are present, but do not dominate,
both magnitude and phase asymmetry of the IM3 products may
occur through the second-harmonic and/or gain compression
terms. Such asymmetry can occur, for example, when baseband
memory effects such as those arising from a bias network
are combined with a reactive second harmonic terminating
impedance such as a matching network [8]–[10].

IV. MEASUREMENT RESULTS

A. Fundamental Band of Frequencies

To illustrate the results of Section III, we performed mea-
surements on three different nonlinear circuits, which are: 1) a
high-gain 2–6-GHz connectorized microwave power ampli-
fier designed for broad-band telecommunications applications;
2) an on-wafer 0.15 m 100 m GaAs-based metamorphic
high electron-mobility transistor (MHEMT) device; and 3) a
broad-band (2–22 GHz) GaAs monolithic microwave integrated
circuit (MMIC) traveling-wave amplifier (TWA) mounted on
a metal shim. The TWA had an external bias circuit and
we used needle probes to intentionally introduce long-term
memory effects.

We performed two-tone sweeps of the input voltage level
and frequency spacing using a vector-signal generator for the
excitation and an NVNA for the measurements. The NVNA
enables calibrated large-signal measurements of two-port sys-
tems, including the magnitude and relative phase of frequency
components at the fundamental and harmonic band of frequen-
cies. Unlike a vector network analyzer (VNA), which measures
ratios of wave variables, the NVNA measures the forward and
reflected wave variables directly. The NVNA simplifies the
measurement of both the excitation and IM products of non-
linear amplifiers compared to previously described methods
[3], [7]–[9], [13], [14] by providing direct calibrated measure-
ments of the magnitude and phase of the signals.

Fig. 2(a)–(c) shows the amplitude characteristics of the IM3
distortion products at the output port of the three circuits. Note
that the two-tone frequency-sweep ranges were chosen to high-
light the memory effects of each amplifier circuit.

The lack of variation of the amplitude of the IM3 products
with frequency spacing in Fig. 2(a) shows that connectorized
amplifier is free of significant memory. We would expect this
since its intended use is for broad-band telecommunication sig-
nals and was designed to remain distortion free over a broad fre-
quency bandwidth. Conversely, we do see variation in the IM3
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Fig. 2. Magnitude response of the upper and lower IM3 products for three
different amplifier types, subjected to two-tone sweeps of input voltage level
V and tone spacing �f . (a) Connectorized high-gain 2–6-GHz amplifier.
(b) GaAs-based on-wafer MHEMT structure. (c) Broad-band TWA with
external bias circuit.

Fig. 3. Phase response (in degrees) of the upper and lower IM3 products
for three different amplifier types, subjected to two-tone sweeps of input
voltage level V and tone spacing �f . (a) Connectorized high-gain 2–6-GHz
amplifier. (b) GaAs-based on-wafer MHEMT structure. (c) Broad-band TWA
with external bias circuit.



REMLEY et al.: SIMPLIFYING AND INTERPRETING TWO-TONE MEASUREMENTS 2581

Fig. 4. Simulation of an FET circuit showing: (a) magnitude and (b) phase
values of the IM3 products as a function of frequency with an ideal dc block
used as a bias network. The lower IM3 product is black. The upper IM3 product
is gray.

product amplitude in Fig. 2(b) and (c), indicating the presence
of memory in the MHEMT and TWA circuits.

Fig. 3(a)–(c) shows the phase of the IM3 products at the
output port of the three circuits. We chose a reference time that
sets . We detrended the relative phases to re-
tain the time delay and linear distortion through the device using
the procedure of [12]. We first found the time interval that best
aligned the measured input phases to their specified values of
0 . We then used the same time interval to time align the output
voltage phases.

The connectorized amplifier [see Fig. 3(a)], whose IM3
products had a flat amplitude with frequency spacing, also
shows little variation in phase, as predicted by (10a)–(10d).
The MHEMT and TWA clearly show the phase sign reversal
predicted in (12) and [7]–[10], indicating prominent baseband
memory effects.

We can use our knowledge of the physical attributes of the cir-
cuits and simulations to understand the source of these memory
effects. Since the HEMT device is of small size, we do not ex-
pect significant heating or power dissipation and, thus, we do
not expect that the memory arises from thermal heating.

In fact, Figs. 4 and 5 show that the bias networks we used
in the measurements of Figs. 2(b) and 3(b) may well be the
dominant memory-inducing mechanism. Here, we see the sim-
ulated IM3 magnitude and phase of a transistor-level model of a
field-effect transistor (FET) amplifier circuit embedded between
two bias networks. We modeled the amplifier circuit using the

Fig. 5. Simulation an FET circuit showing: (a) magnitude and (b) phase values
of the IM3 products as a function of frequency with a bias tee that induces
long-term memory over a narrow frequency range. The lower IM3 product is
black. The upper IM3 product is gray. Bias circuit values were taken from a
manufacturer’s specifications.

“Root” model [19] for an FET with customized parasitic net-
works [20]. The Root model uses a first-order function to in-
terpolate between dc and RF drain current models. In Fig. 4,
we represent the bias networks by ideal, but nonphysical, dc
blocks and feed components. In this case, the bias networks do
not present a frequency-dependent impedance and, thus, will
not introduce any baseband memory effects; dispersion in the
FET model is not observed as the presented impedances do not
change with frequency.

In Fig. 5, the bias networks are represented by a complex
equivalent circuit provided by the manufacturer of the bias tee
that we used in the MHEMT measurements. Note a spike in the
IM3 products at a frequency spacing of approximately 10 kHz,
near the frequency spacing of a spike in the amplitude and phase
of the IM3 products for the MHEMT in Figs. 2(b) and 3(b) (re-
call that the TWA measurements used a needle-probe bias net-
work and, thus, do not show the spike at this frequency).

B. Second Harmonic Measurements

NVNAs typically do not measure signals at baseband fre-
quencies without the use of additional external instrumentation
[21]. This restriction is imposed by both the directional couplers
and calibrations of the instrument. However, NVNA measure-
ments at the second harmonic (2 and 2 ) can provide useful
information on the nonlinear system under test and demonstrate
some of the IM phenomena discussed in previous sections.
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Fig. 6. Phase response (in degrees) of the lower and upper output voltage at
the second harmonic for the broad-band TWA.

Fig. 7. Simulation of the TWA circuit showing: (a) magnitude and (b) phase
values of the IM3 products as a function of frequency with a bias tee that induces
long-term memory over a broad frequency range. Lower IM3 product is black,
upper IM3 product is gray. Bias-circuit values were taken from manufacturer’s
specifications.

As an example, the phase of the output voltage at 2 and
2 for the TWA is shown in Fig. 6. We see that, while the
phases are of the same sign as predicted by (14) and (15), they

Fig. 8. NVNA measurements made using the extended bandwidth technique.
(a) Magnitude and (b) phase (degrees) of the IM3 products for the MHEMT
using the bias tee whose response is given in Fig. 7 (from [24]).

are also somewhat different in absolute value, enabled by the
independence of the quantities in (14) and (15).

C. Long-Term Memory Effects With Broad
Frequency Response

Fig. 7 shows the simulated IM3 response of the amplifier cir-
cuit model used in Figs. 4 and 5, but here we use the manufac-
turer’s values for a bias tee whose components induce memory
over a much broader frequency range. To completely charac-
terize the IM distortion due to this bias circuit, we would need to
use two-tone frequency spacings wider than normally possible
with our NVNA because of the 8-MHz IF bandwidth of our in-
strument. (Note that not all NVNAs suffer from this bandwidth
limitation, the cause of which is described in [22]. However, at
present, calibration of instruments with wider IF bandwidths re-
quires that one channel of the sampling frequency converter be
assumed to be ideal [23].)
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In [24], we developed a new measurement method to extend
the measurement range of our instrument. Our method [24]
is based on a series of calibrated single-frequency NVNA
measurements at the frequency of each excitation tone and IM
product of interest. Phase alignment is provided by a calibration
signal that consists of a set of small “tickler” tones generated
at the input of the circuit. Ticklers are generated at the IM
frequencies along with the large-signal two-tone excitation.
We determine the phases of the IM products from the relative
input-to-output phase measured by the NVNA and the known
phases of the input signal.

We applied our NVNA bandwidth-extension procedure to the
MHEMT device with the bias tee modeled in the simulations
in Fig. 7. We swept the input voltage from 0.4 to 1.0 V and the
two-tone frequency spacing from 2 to 5 MHz, producing IM3
products spaced from 6 to 15 MHz. We show the magnitude
and phase of the measured IM3 products in Fig. 8(a) and (b),
respectively. Due to the bias tee’s broad frequency response,
we expect to see variation in magnitude and phase of the
IM products at wider frequency spacings. These effects are
readily apparent in our measurements as the two-tone frequency
spacing is increased. Note also that the phases are of opposite
sign again, confirming that we are indeed seeing a baseband
memory effect.

V. CONCLUSION

We have presented an intuitive unified description to aid
in understanding IM3 distortion arising from both baseband
and second harmonic memory. Our description is based on
the product of a second-order gain modulation function with a
two-tone excitation signal. This description reverts to the mem-
oryless case when no long-term mechanisms are present. We
verified our description through illustrative large-signal NVNA
measurements of nonlinear amplifier and transistor circuits.

We also utilized a technique for increasing the measurement
bandwidth of our NVNA for two-tone IM measurements. We
demonstrated that the contributions to long-term memory that
have a frequency response greater than the IF bandwidth of
our NVNA may be identified using the additional measurement
bandwidth.
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